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Abstract
Background: A considerable proportion of metastatic brain tumors progress
locally despite stereotactic radiation treatment, and it can take months before
such local progression is evident on follow-up imaging. Prediction of radiother-
apy outcome in terms of tumor local failure is crucial for these patients and can
facilitate treatment adjustments or allow for early salvage therapies.
Purpose: In this work,a novel deep learning architecture is introduced to predict
the outcome of local control/failure in brain metastasis treated with stereotactic
radiation therapy using treatment-planning magnetic resonance imaging (MRI)
and standard clinical attributes.
Methods: At the core of the proposed architecture is an InceptionResentV2
network to extract distinct features from each MRI slice for local outcome pre-
diction. A recurrent or transformer network is integrated into the architecture to
incorporate spatial dependencies between MRI slices into the predictive mod-
eling. A visualization method based on prediction difference analysis is coupled
with the deep learning model to illustrate how different regions of each lesion
on MRI contribute to the model’s prediction. The model was trained and opti-
mized using the data acquired from 99 patients (116 lesions) and evaluated on
an independent test set of 25 patients (40 lesions).
Results: The results demonstrate the promising potential of the MRI deep
learning features for outcome prediction, outperforming standard clinical vari-
ables. The prediction model with only clinical variables demonstrated an area
under the receiver operating characteristic curve (AUC) of 0.68. The MRI deep
learning models resulted in AUCs in the range of 0.72 to 0.83 depending on the
mechanism to integrate information from MRI slices of each lesion. The best
prediction performance (AUC = 0.86) was associated with the model that com-
bined the MRI deep learning features with clinical variables and incorporated
the inter-slice dependencies using a long short-term memory recurrent network.
The visualization results highlighted the importance of tumor/lesion margins in
local outcome prediction for brain metastasis.
Conclusions: The promising results of this study show the possibility of early
prediction of radiotherapy outcome for brain metastasis via deep learning of
MRI and clinical attributes at pre-treatment and encourage future studies on
larger groups of patients treated with other radiotherapy modalities.
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1 INTRODUCTION

Brain metastases are the most prevalent malignancy of
the central nervous system, with an incidence rate of
10% to 30% among cancer patients.1 As a fatal compli-
cation of systemic disease, in the United States alone,
about 100 000 cancer patients develop brain metasta-
sis annually.1 Because of the overall improvement in
healthcare and the longer survival of cancer patients,
the incidence of brain metastasis is projected to
rise.2

Timely diagnosis and precise treatment are critical
in the survival of patients suffering from brain metas-
tasis. The origin of cancer, size/number of metastases,
and associated symptoms are important factors in plan-
ning a treatment strategy for brain metastasis. Surgery,
radiation therapy, and chemotherapy are the main treat-
ment options for the management of metastatic brain
tumors. Surgical resection is recommended for patients
with a single large tumor in an accessible location.3

Whole-brain radiation therapy (WBRT), single-fraction
stereotactic radiosurgery (SRS), and hypo-fractionated
stereotactic radiotherapy (SRT) are the three main
modalities of radiation therapy for brain metastasis.
For decades, WBRT was the treatment of choice for
patients with multiple brain metastases,4 but it has been
associated with adverse side effects including cognitive
deterioration and fatigue.5,6 Due to such side effects,
there has been a shift away from WBRT to SRS and
SRT over the past two decades. Systemic therapy, par-
ticularly targeted therapy that has good penetration
through the blood-brain barrier, is increasingly being
incorporated into the management of patients with brain
metastases.7

Local response to radiotherapy is highly varied
among patients despite administrating standardized
dose/fraction regimens due to many tumor-related
factors such as histology, tumor size, and location.
Additionally, patient-related factors such as genetics,
age, and performance status are also predictors of
tumor response.8 Local response of brain metastasis to
stereotactic radiation therapy is assessed based on the
changes in the tumor size on follow-up serial images,9

and can be categorized into local control (LC; shrink-
ing or stable tumor) versus local failure (LF; enlarging
tumor). It may take months, however, before a local
response is evident on follow-up images, let alone the
fact that early changes in tumor size are not always
correlated with long-term local response. In particular,
post-treatment lesion enlargement on imaging may not
always be a sign of tumor progression, but rather of a

condition known as pseudo-progression due to adverse
radiation effect (ARE).10 Given the median survival of as
short as 5 months and up to 4 years,11,12 early prediction
of LF after radiotherapy can facilitate effective treatment
adjustments, potentially resulting in improved treatment
outcomes, survival, and quality of life.

The therapeutic paradigm for brain metastasis has
steadily shifted to focus more on tailored treatments
based on the subgroups and predicted survival.13

Recursive partitioning analysis (RPA) was one of the
first methods to classify patient prognosis based on
age, performance status, control of primary tumor, and
extent of extracranial disease.14–16 A success at the
time but overly simplistic, RPA is now replaced by more
sophisticated stratification methods such as diagnosis-
specific graded prognostic assessment (DS-GPA).13,17

In this method, a GPA of 4.00 and 0.00 is associated
with the best and the worst prognosis, respectively. The
DS-GPA is calculated using prognosis factors based
on the primary site of cancer, age, and Karnofsky
performance status (KPS).18 The KPS is a clinical
metric to quantify the ability of cancer patients to per-
form everyday activities, with a score in the range
of 0-100.

Prognostic features could also be mined from textural
information on medical images.A large body of research
shows that imaging modalities, such as magnetic reso-
nance imaging (MRI), potentially provide relevant prog-
nostic information that, if appropriately retrieved, can be
utilized to predict therapy outcome.19–21 Radiomics is an
emerging translational field of research concerned with
the high-throughput mining of high-dimensional med-
ical imaging data to discover quantitative diagnostic
and prognostic features.22 Studies show the effec-
tiveness of radiomic features as prognostic factors.
Karami et al. have proposed an MRI-based radiomic
framework for early prediction of treatment outcome
in brain metastasis patients treated with SRT.23 Liao
et al.24 explored the use of radiomics and clinical
features in conjunction with support vector machines
to predict survival and local response of the tumor for
patients diagnosed with brain metastasis and treated
with Gamma Knife radiosurgery. Their study shows that
combining clinical and radiomic features improve the
capability of the model to predict both tumor’s local
response and overall survival. Mouraviev et al.25 pro-
posed extracting radiomic features from the tumor core
and the peritumoral regions and trained a random forest
classifier on these features to predict local control in
brain metastasis treated with stereotactic radiosurgery.
Their result shows that an optimized combination of

 24734209, 2022, 11, D
ow

nloaded from
 https://aapm

.onlinelibrary.w
iley.com

/doi/10.1002/m
p.15814 by C

ochrane C
anada Provision, W

iley O
nline L

ibrary on [05/04/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



MRI DEEP LEARNING TO PREDICT SRT OUTCOME 7169

radiomic and clinical features resulted in a 19% increase
in the area under the receiver operating characteristic
(ROC) curve (AUC) compared to the clinical features
alone. Some studies also demonstrate correlations
between the radiomic signature of tumors and their
phenotypes and genomic and proteomic profiles.26

While radiomic features are handcrafted, deep learn-
ing algorithms could be used to extract distinguishing
relevant imaging features automatically. Deep learning
models have proven to be quite effective at identify-
ing important and distinct characteristics, particularly in
image data.27,28 Deep models have the capability to out-
line regions of interest automatically, capture textural
changes within a lesion, discriminate between cancer-
ous and non-cancerous cells, and potentially extract
distinctive information from lesions to be later used for
the task of outcome prediction.29–38 Diamant et al.39

hypothesized that convolutional neural networks could
enhance the performance of traditional radiomics, by
detecting image patterns that may not be covered by a
traditional radiomic framework.They tested their hypoth-
esis for the task of head and neck cancer therapy
outcome prediction and their results show that deep
models can explicitly recognize traditional radiomic fea-
tures and perform accurate outcome prediction.A recent
study by Cho et al.40 suggests that using deep learn-
ing methods instead of classic machine learning results
in brain metastasis detection with a lower false-positive
rate.

Many scenarios in medical imaging analysis require
dealing with a sequence of spatially connected images,
i.e., a 3D volume, such as an MRI volume. Recurrent
neural networks (RNN) are a suitable fit for dealing
with spatial dependency. RNN allow quantifying the
information persisting between image slices, whereas
typical 2D convolutional neural networks (CNN) alone
do not.41 Long short-term memory (LSTM) networks are
a special kind of RNNs capable of learning long-term
dependencies.42

In this study, a novel deep learning framework is pro-
posed and investigated, for the first time, to predict local
failure in brain metastasis treated with SRT using the
treatment planning MRI and clinical information avail-
able at pre-treatment.The framework consists of a CNN
(InceptionResNetV2) to extract textural features from
2D slices in the input MRI volumes, followed by an
LSTM network to account for the spatial dependency
between the 2D slices. The framework is capable of
integrating the conventional clinical factors such as his-
tology, tumor location, size, and the number of brain
metastases, with the deep learning features of MRI
in a comprehensive data-driven model for therapy out-
come prediction. The results of the study show that
coupling the clinical factors and deep-learning-based
MRI features associated with the entire tumor volume
improves the performance of therapy outcome predic-
tion model considerably. For further comparison, two

other models with state-of -the-art architectures,namely,
sequence to sequence (Seq2Seq) and transformer
networks, were investigated to incorporate inter-slice
dependencies. The results demonstrate that the pro-
posed model with the LSTM network could outperform
the other two models in therapy outcome prediction.The
results obtained with advanced methods of visualizing
the network’s decision basis highlight the importance of
tumor/lesion margin characteristics on MRI in therapy
response prediction.

2 MATERIALS AND METHODS

2.1 Study protocol and data acquisition

This study was conducted in accordance with insti-
tutional research ethics approval from Sunnybrook
Health Sciences Centre (SHSC), Toronto, Canada.
The imaging and clinical data were collected from
124 patients diagnosed with brain metastasis and
treated with SRT over five fractions. The imag-
ing data applied in this study for therapy out-
come prediction included gadolinium contrast-enhanced
T1-weighted (T1w), and T2-weighted-fluid-attenuation-
inversion-recovery (T2-FLAIR) images acquired before
the treatment (baseline). The in-plane image resolution
and the slice thickness were 0.5 and 1.5 mm for the
T1w and 0.5 and 5 mm for T2-FLAIR images, respec-
tively. The dataset also included the treatment-planning
tumor contours for each patient delineated by expert
oncologists and the edema contours outlined under
their supervision. Among the 124 patients (156 lesions),
99 patients (116 lesions) were randomly selected for
training and optimization of the predictive models (10
patients with 15 lesions as the validation set for opti-
mizing the model hyperparameters) and 25 patients (40
lesions) were kept unseen as an independent test set.
The distribution of samples in terms of clinical attributes
including age,gender, tumor size,histology,and outcome
were inspected in the training and test sets to ensure
statistical similarity.

The patients were followed up with MRI after radio-
therapy on a 2 to 3-month schedule.The median imaging
follow-up for all patients was 8 months. The lesions
were monitored on serial MRI and the local response
was determined for each lesion by a radiation oncol-
ogist and neuroradiologist based on the RANO-BM
criteria.9 The local outcome was defined as LC (com-
plete response, partial response, or stable disease) or
LF (progressive disease) identified in the last patient
follow-up. ARE was diagnosed and differentiated from
local progression using serial imaging (including perfu-
sion MRI) and/or histological confirmation43 based on
the report by Sneed et al.44 In keeping with these,93 and
63 lesions were categorized with an LC and LF outcome,
respectively.
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2.2 Preprocessing

The baseline T1w and T2-FLAIR images were resam-
pled with a voxel size of 0.5 × 0.5 × 1 mm3. The
resampled MRI volumes had a size of 512 × 512 ×
174 voxels. The T2-FLAIR images were co-registered
on T1w images using an affine registration. To ensure
a local outcome prediction on separated lesions, the
size of the smallest sub-volume that encompasses the
entire region of interest (ROI), including the tumor and
edema (lesion) and their 5-mm outer margin,45 was
determined for the individual lesions. Observations of
the study presented in45 demonstrate that MRI radiomic
features derived from the lesion margin (3-5 mm) can
contribute to radiotherapy outcome prediction models
in brain metastasis. A sub-volume of 128 × 128 × 45
voxels was determined as a fit standard for all lesions.
Subsequently, the sub-volumes associated with individ-
ual lesions were cropped from the T1w and T2-FLAIR
images. The tumor and edema contours were used to
generate ROI masks (tumor + 5-mm margin for T1w;
tumor + edema + 5-mm margin for T2-FLAIR) for each
lesion that were used to mask out the areas outside the
ROI within the cropped sub-volumes. The voxel intensi-
ties in each image were normalized to the range of 0
and 1.

2.3 Clinical features

Standard clinical features at the baseline including the
histology (primary cancer), tumor location (infratento-
rial/ supratentorial), tumor size (longest diameter in mm),
number of brain metastases, total dose (Gy), previous
WBRT (yes/no), prior SRT/SRS (yes/no), GPA (from 0
to 4) along with age (year) and gender (male/female)
were collected for each patient and their performance
was investigated in therapy outcome prediction with
and without the deep learning features of MRI. The
categorical features were converted to vectors using
one-hot encoding, while the continuous features (e.g.,
tumor size) were first discretized to categories and then
converted to one-hot encoding format. A 3-layer fully-
connected multi-layer perceptron (MLP) was trained and
optimized using the training and validation data to pre-
dict LC/LF for each lesion solely with the clinical features.
The MLP model included an input layer with 2 to 48
neurons (depending on the input features), one hidden
layer with 10 neurons, and an output layer with two neu-
rons (LC/LF). Feature selection was performed through
an exhaustive search among all possible combinations
of the features to obtain the best feature set based
on the accuracy of the model on the validation set.
The selected features were also coupled with the deep
learning features in the comprehensive model devel-
oped for therapy outcome prediction (described further
below).

2.4 Deep learning and visualization
framework

2.4.1 System overview

Figure 1 demonstrates an overview of the deep learning
framework developed and investigated for LC/LF out-
come prediction using the baseline MRI data and clinical
features. At the heart of the proposed system, an Incep-
tionResNetV2 is trained to classify the local response
of lesions using associated single slices of the T1w and
T2-FLAIR images as two parallel input channels of the
network. Using the trained network, for each MRI slice
of the lesion, 256 features are extracted from the last
fully-connected layer of the network (Figure 1a). The
clinical features are then fused with the extracted fea-
tures from the 2D MRI slices through concatenation and
fed to either an LSTM (Figure 1b), Seq2Seq (Figure 1c),
or transformer network (Figure 1d) to incorporate 3D
spatial dependencies that exist within volumetric MRI in
predicting the therapy outcome of each lesion. The clin-
ical features were fused with the deep-learning features
of each MRI slice before feeding them to the LSTM,
Seq2Seq, or transformer network to let this informa-
tion propagate through the network during the training
phase. The LSTM network consists of two layers with
N = 45 LSTM cells in each layer. Each cell is con-
nected to its adjacent cell in the same layer, propagating
the current cell state to the next one. The first layer of
LSTM provides the input to the second layer and is con-
nected to it in the same fashion that the original input
is fed to the LSTM network. At the last cell of the sec-
ond layer of the network, a dense layer with two output
units and a softmax activation classifies the outcome
of each lesion into either LC or LF. The Seq2Seq net-
work has an encoder–decoder style LSTM architecture.
Each of the encoder and decoder components consists
of three LSTM layers (each layer with N = 45 cells).
Each LSTM encoder/decoder outputs a cell state and
a hidden state based on the previous cell state, pre-
vious hidden state, and the current input. A weighted
sum of the hidden states in the encoder generates the
context vector that is fed to the decoder to set the ini-
tial cell state and hidden state of the decoders. Each
LSTM decoder produces a prediction, and the predic-
tion of the last LSTM layer is applied as the overall
outcome prediction of the Seq2Seq network for each
lesion. The transformer input consists of 45 fixed-length
vectors along with a trainable class (cls) token with the
number of transformer blocks being 1, the number of
attention heads being 2, and the hidden layer size of
feed-forward network for input classification being 32.
Through matrix multiplication, the transformer architec-
ture allows the information to propagate from one slice
to another in a way that all slices are considered when
making a classification, with emphasis on more impor-
tant slices. Further details on different components in
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F IGURE 1 System overview. (a) Slice by slice feature extraction from MRI volumes using the InceptionResnetV2, (b) a two-layer LSTM, (c)
a Seq2Seq network, and (d) a transformer network. The input feature vectors for all three networks are a concatenation of the features coming
from the InceptionResNet and the clinical features.

the proposed framework, and the InceptionResNetV2,
LSTM, Seq2Seq, and transformer architectures have
been provided in the Supporting Information.

2.4.2 Model training

The IncpetionResNetV2 network was trained for the task
of therapy outcome prediction using all single slice two-
channel images of T1w and T2-FLAIR (128 × 128 pixels
×2 channels of T1w and T2-FLAIR) associated with
each lesion in the training set. The two-channel images
included a standardized ROI encompassing the entire
lesion (tumor + edema) and its 5 mm margin on the 2D
imaging plane. As mentioned before, this network was
developed to be used solely as a feature extractor in the

framework. To serve this purpose, the prediction accu-
racy of the network on the validation set must improve
as the ability of the network to predict therapy outcome
is closely related to how distinctive the derived features
in the last layer of the network are. In order to optimize
the prediction accuracy of the IncpetionResNet, the net-
work weights were initialized through pretraining,and the
training was performed using a decreased batch size
and learning rate through a curriculum learning strategy
as described below. The network pretraining was per-
formed using ImageNet, and then the BraTS dataset46

on the task of brain tumor type classification.
Small batches can offer a regularization effect.47 To

obtain maximum generalization and prevent overfitting,
a batch size of one was used during the network train-
ing, while to maintain stability due to the high variance
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of the gradient, the learning rate was set to a very small
value of 10−6. While this strategy was successful in
improving the network performance on the validation
set, it resulted in a longer training process because of
the small learning rate and also very small batch size.48

The idea of curriculum learning is to start the network
training on easier subtasks and gradually increase the
task difficulty.49 Since outcome prediction using single
2D images can be extremely difficult in some cases, for
a smoother network training, the network was initially
trained only on the MRI slices of each lesion with a larger
tumor cross-section. This is usually the middle slices of
a lesion in the axial plane of an MRI volume. Gradu-
ally,more challenging images were added to the training
set. Practically, this method of feeding data to the net-
work resulted in smoother training and better validation
accuracy and loss.

The LSTM and Seq2Seq networks were trained with a
learning rate of 0.0001 and batch size of 2.An RMSprop
optimizer was used for optimizing the categorical cross-
entropy loss function in both networks. A tanh was used
as the activation function in all layers of the LSTM and
Seq2Seq networks. Both networks were trained for a
total of 500 epochs. The transformer was trained for
200 epochs with a batch size of eight and a learning
rate of 0.0001.An Adam optimizer was used for optimiz-
ing the sparse categorical cross-entropy function. The
RELU activation function was utilized for hidden layers
of the transformer while the activation function for the
last feed-forward layer (classifier) was softmax.

All the experiments were run in Python and mod-
els were trained and tested using Keras50 with
TensorFlow51 backend. Additionally, we used the scikit-
learn package52 to calculate performance metrics and
the matplotlib package53 for visualization. All model
trainings were performed on a single GeForce RTX TI
2080 graphic card. The training process took about 18 h
(∼54 m parameters), 2 h (60k parameters), 3 h (6 m
parameters),and 5 h (7 m parameters), for the Inception-
ResNet, LSTM, Seq2Seq, and the transformer networks
respectively. The total inference time for a single input
was 27, 29, and 31 ms for the LSTM, Seq2Seq, and
transformer networks.

2.4.3 Visualization of network decision
basis

The outcome prediction framework was supplemented
by a visualization algorithm to illustrate the contribu-
tion of different areas of ROI on MRI to the network’s
prediction for each lesion. Specifically, the visualization
algorithm generates a heatmap that color-codes the
importance of different regions on the input images for
the network’s conclusion and can be used to interpret
the rationale behind its decision for each case. A modi-
fied version of the prediction difference analysis (PDA)

technique was adopted in the applied visualization
method in conjunction with a sliding window analysis.54

A 2×2 pixel sliding black square was used to occlude a
small region of the input image iteratively before feed-
ing it to the trained network for outcome prediction. The
absolute difference in the output probability of the net-
work (i.e., |pinput − poccluded_input|) was recorded in each
iteration as a metric to measure the contribution of the
occluded region and applied to generate the heatmap.
A higher difference between the obtained probabilities
typically demonstrates more important regions of the
image with more-telling information for and a higher
impact on the network’s prediction.

3 RESULTS

The clinical characteristics of the patients in this study
have been summarized in Table 1. Among the 124
patients, 40% were male and 60% were female. The
patients had an average age of 62 ± 15 years and an
average tumor size of 2 ± 1.03 cm. The average GPA
for the patients was 2.2.

The exhaustive search process to select the best
clinical features for outcome prediction resulted in a
set of four features including the histology, tumor loca-
tion, tumor size, and number of brain metastases. Using
these features, the optimized MLP network could pre-
dict the therapy outcome with an accuracy of 68%,
a sensitivity of 65%, and a specificity of 70% on the
independent test set. These results set the ground to
investigate in the next step whether integrating clinical
variables with the deep learning features extracted from
MRI can improve the accuracy of radiotherapy outcome
prediction.

Table 2 summarizes the performance of the deep
learning networks on the validation and test set before
and after integrating the clinical features. The table
presents the results in terms of accuracy, sensitiv-
ity, specificity, and AUC. Since the InceptionResNet
processes the MRI slices individually, to predict the
therapy outcome for each lesion using this network
solely, the output probability of the network was aver-
aged over all slices associated with the entire lesion
volume before thresholding it to obtain the overall pre-
diction. The results presented in Table 2 suggest that
using the LSTM, Seq2Seq, or transformer network with
the InceptionResNet to incorporate inter-slice depen-
dencies outperformed a simple averaging over slices.
Specifically, coupling the Seq2Seq, transformer, and
LSTM with the InceptionResNet improved the sensitiv-
ity of the predictive model from 65% to 77% and its
specificity from 74% to 78%, 78%, and 83%, respec-
tively,on the independent test set.Further, integrating the
clinical variables and deep learning features of MRI in
the framework improved the performance of the predic-
tive model. Whereas the predictive models with only the
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TABLE 1 Patient characteristics

Clinical features/outcome

Training set (99
patients and 116
lesions)

Test set (25
patients and 40
lesions)

Tumor size (Longest diameter) Range: 0.4-7 cm
Mean: 1.99 cm

Range: 0.6-6.6 cm
Mean: 2.06 cm

Age 62 ± 15 years 63 ± 17 years

Gender

Male 39 patients (39%) 11 patients (44%)

Female 60 patients (61%) 14 patients (56%)

Tumor location

Supratentorium 87 lesions (75%) 29 lesions (72.5%)

Infratentorium 29 lesions (25%) 11 lesions (27.5%)

Histology

Lung cancer 58 lesions (50%) 23 lesions (57.5%)

Breast cancer 26 lesions (22%) 9 lesions (22.5%)

Melanoma cancer 9 lesions (8%) 3 lesions (7.5%)

Colorectal cancer 7 lesions (6%) 0 lesions (0%)

RCC cancer 8 lesions (7%) 1 lesion (2.5%)

Other 8 lesions (7%) 4 lesions (10%)

Total dose (over 5 fractions)

22.5 Gy 1 lesion (1%) 0 lesions (0%)

25 Gy 20 lesions (17%) 8 lesions (20%)

27.5 Gy 6 lesions (5%) 2 lesions (5%)

30 Gy 73 lesions (63%) 20 lesions (50%)

32.5 Gy 7 lesions (6%) 6 lesions (15%)

35 Gy 9 lesions (8%) 4 lesions (10%)

Previous WBRT

Yes 45 lesions (39%) 9 lesions (22.5%)

No 71 lesions (61%) 31 lesions (77.5%)

Prior SRT/SRS

Yes 1 lesion (1%) 0 lesions (0%)

No 115 lesions (99%) 40 lesions (100%)

Number of brain metastases

One lesion 34 patients (34%) 9 patients (36%)

Two lesions 35 patients (35%) 7 patients (28%)

Three lesions 11 patients (11%) 4 patients (16%)

More than three lesions 19 patients (19%) 5 patients (20%)

Graded prognostic assessment (GPA)

0.00-1.00 15 patients (15%) 3 patients (12%)

1.01-2.00 39 patients (39%) 14 patients (56%)

2.01-3.00 36 patients (36%) 3 patients (12%)

3.01-4.00 9 patients (9%) 5 patients (20%)

SRT outcome

LC 70 lesions (60%) 23 lesions (57.5%)

LF 46 lesions (40%) 17 lesions (42.5%)
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TABLE 2 Results of therapy outcome prediction in terms of accuracy, sensitivity, specificity, and AUC for different models

Validation set Independent test set

Network
Acc.
(%)

Sens.
(%)

Spec.
(%) AUC

Acc.
(%)

Sens.
(%)

Spec.
(%) AUC

MLP/Clinical features 60 50 66.7 0.65 67.5 65 70 0.68

InceptionResNet 66.7 66.7 66.7 0.69 70 65 74 0.72

InceptionResNet + Seq2Seq 73.3 66.7 77.8 0.76 77.5 76.5 78.2 0.81

InceptionResNet + Transformer 73.3 66.7 77.8 0.75 77.5 76.5 78.2 0.81

InceptionResNet + LSTM 80 83.3 77.8 0.83 80 76.5 82.6 0.83

InceptionResNet + Seq2Seq with Clinical Feature Fusion 80 83.3 77.8 0.81 77.5 70.6 82.6 0.8

InceptionResNet + Transformer with Clinical Feature fusion 80 83.3 77.8 0.82 77.5 70.6 82.6 0.82

InceptionResNet + LSTM with Clinical Feature Fusion 86.7 83.3 88.9 0.88 82.5 76.5 87 0.86

F IGURE 2 The ROC curves on the independent test set for different predictive models

clinical variables and with the MRI deep learning
features solely demonstrated an outcome prediction
accuracy of 68% and 78%-80%,respectively,the models
with the combined deep learning and clinical features
demonstrated an accuracy of 78%-83% on the test set.
The Seq2Seq and transformer networks could not ben-
efit from incorporating the clinical features that can be
due to their overcomplex architecture for this application.
The results of the ROC analysis (Figure 2) also sup-
port these observations and demonstrate the benefits of
incorporating the 3D spatial dependencies in MRI deep
learning features and fusing the clinical information to
improve the performance of the outcome prediction
system.The best results were obtained by the Inception-
ResNet+ LSTM model with clinical feature fusion where
the predictive model demonstrated an AUC of 0.86 on
the independent test set, compared to an AUC of 0.72
and 0.8 for the InceptionResNet, and InceptionResNet
+ LSTM without the clinical features, respectively.

Figure 3 demonstrates the results of survival analysis
on the two cohorts of patients in the test set strati-
fied based on the outcome prediction at the baseline
using different models. The Kaplan–Meier progression-
free survival curves are presented for the patients in
cohort 1 (with their all lesions having a predicted out-
come of LC) and cohort 2 (with at least one lesion
with a predicted outcome of LF). A log-rank test applied

on the survival curves of the two cohorts for each
model demonstrated no statistically significant differ-
ence for the InceptionResNet or the clinical model, an
approaching significance (p = 0.05) for the Inception-
ResNet + LSTM model, and a significant difference for
the InceptionResNet + LSTM model with clinical feature
fusion.

Figure 4 depicts the visualization heatmaps asso-
ciated with the T1w and T2-FLAIR images of four
representative lesions obtained through the prediction
difference analysis. The heatmaps demonstrate the
impact level of different regions on MRI on the decision
of the InceptionResNet in predicting the LC/LF out-
come for each lesion.The visualization results imply that
the tumor/lesion margin areas are particularly among
the high-impact regions on both T1w and T2-FLAIR
images with higher attention gained from the network
for outcome prediction.

4 DISCUSSION

In this study, the possibility of early prediction of local
outcome for brain metastasis patients treated with SRT
was investigated using deep learning of the treatment-
planning MRI and clinical variables. A comprehensive
outcome prediction framework was developed to derive
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MRI DEEP LEARNING TO PREDICT SRT OUTCOME 7175

F IGURE 3 Kaplan–Meier progression-free survival curves for two cohorts of patients stratified at the baseline based on the outcome
prediction by different models: (a) MLP with clinical features only, (b) InceptionResNet, (c) InceptionResNet + LSTM, and (d) InceptionResNet +
LSTM with clinical feature fusion. Cohort 2 includes the patients in the independent test set who had at least one lesion with a predicted
outcome of local failure, and cohort 1 includes all other patients in the independent test set.

optimal deep learning-based MRI features, integrate
them with standard clinical variables, and incorpo-
rate 3D spatial dependencies within volumetric MRI of
each lesion to predict the therapy outcome. To extract
features from MRI, an InceptionResNet architecture
was adapted, mainly because this architecture proved
to excel at learning distinctive features from images
in many tasks by applying residual connections and
inception blocks. To incorporate spatial dependency
between slices in each MRI volume, three different
neural network architectures, namely, LSTM, Seq2Seq,
and transformer networks were utilized and investi-
gated.The results demonstrated a notable improvement
in prediction performance of the model after integrat-
ing the recurrent or attention-based neural networks
and clinical features. While using only the clinical vari-
ables or MRI features from single slices resulted in an
AUC of 0.68 and 0.72, respectively, coupling the LSTM,
Seq2Seq, and transformer network with the Inception-
ResNet improved the AUC to 0.83, 0.81, and 0.81,
respectively. The clinical feature fusion with the MRI
deep learning features improved the results further, with
the best result of 83%, 77%, 87%, and 0.86 for the
accuracy, sensitivity, specificity, and AUC obtained for
the InceptionResNet + LSTM model with clinical feature
fusion.

Results of risk stratification through survival anal-
ysis further highlighted the benefits of incorporating
the 3D spatial dependencies of MRI features as well
as the clinical feature fusion. Among different models
explored, only the InceptionResNet + LSTM model with
clinical feature fusion could stratify the patients into
two cohorts with a statistically significant difference in
progression-free survival, with the cohorts identified by
the InceptionResNet + LSTM model without any clinical
features approached significance.

A visualization module was integrated with the out-
come prediction framework to provide insights on the
contribution level of different areas of lesion on MRI
to the network’s decisions. The results highlighted
the importance of the tumor/lesion margin areas in
radiotherapy outcome prediction. This observation is
in agreement with the findings of previous studies
on MRI radiomics for treatment outcome prediction in
brain metastasis.25,45 Nests of tumor cells may exist
for several millimeters outside the confines of the dis-
tinct metastatic brain lesion.55 The information provided
through the visualization modules, such as the one pre-
sented in this work, regarding the contribution of margin
areas of a lesion to its predicted outcome, can poten-
tially be beneficial during radiation treatment planning to
reduce the chance of local failure in brain metastasis.55
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F IGURE 4 Treatment-planning MRI and deep learning visualization heatmaps acquired for four representative patients with metastatic
lesions treated with SRT, two with an LC and the other two with an LF outcome. The heatmaps are overlaid on the ROIs input to the
InceptionResNet and demonstrate the impact level of different areas on each image for the network’s prediction, as calculated through a
modified PDA. The network predicted the outcome of all four lesions correctly.

5 CONCLUSION

The findings of this study show the possibility of early
prediction of therapy outcome using a combination of
quantitative MRI features and clinical attributes. This is
in agreement with observations of previous studies that
suggest the diagnostic and prognostic power of hand-
crafted textural features in various imaging modalities
such as CT,56 MRI,57 and ultrasound58 in different can-
cer sites. The study here highlights the advantage of
using deep learning architectures in combination with
RNN for automated extraction of optimal quantitative
features from volumetric MRI that can be effectively
coupled with standard clinical variables for accurate
radiotherapy outcome prediction. In conclusion, the
promising results obtained in this study encourage
future investigations on larger cohorts of patients. The
results reported in this paper were obtained on an

independent test set. However, to evaluate the efficacy
and robustness of the framework in clinic more rigor-
ously, further investigations are required preferably on
multi-institutional data.
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