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A novel three-dimensional simultaneous B1 and T1 mapping method is introduced: the method of slopes (MoS). The
linearity of the spoiled gradient recalled echo (SPGR) signal vs flip angle relation is exploited: B1 mapping is achieved
by a two-point extrapolation to signal null with a correction scheme while T1 mapping uses the slopes of the SPGR
signal vs flip angle curves near the origin and near the signal null. This new method improves upon the existing
variable flip angle (VFA) T1-mapping method in that (i) consistency between B1 and T1 maps is ensured (ii) the
sampling scheme is T1-independent (iii) the noise bias and singularity, associated with using a linear form for the SPGR
signal equation, is eliminated by using the full equation. The method is shown to yield accurate and robust results via
simulations. Initial estimates of B1 and T1 values are obtained from three data points via simple computations and
straight line approximations. Initial estimates of B1 values, for a range of values, are shown to be accurate due to the
proposed B1 correction scheme. The accuracy and robustness of T1 values is achieved via a non-linear fitting algorithm
which includes a fourth data point sampled at high SNR. The MoS was validated by comparing resulting B1 and T1maps
with those obtained using other standardmethods. Finally, the ability to obtain brain B1 and T1maps using theMoSwas
demonstrated by in vivo experiments. The MoS is expected to performwell on other motion-free anatomical regions as
well. Copyright © 2012 John Wiley & Sons, Ltd.
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INTRODUCTION

Spatial quantification of the longitudinal relaxation time, T1
mapping, is of great interest for many clinical MR applications
because T1 is known to be an important marker of varying
pathological conditions such as cancer (1,2), multiple sclerosis
(3,4) and arteriosclerosis (5). There is a high demand for efficient
and accurate T1 mapping methods that can be implemented at
high spatial resolution, over large volumes of interest in a
clinically reasonable time (scan time< 20min). An inversion-
recovery (IR) remains the gold-standard for T1 mapping but
due to the requirement of a long repetition time, TR, this method
is prohibitively time-consuming. Newer methods eliminate the
long TR requirement by using transient to steady-state (SS)
or SS signal dependencies: Look-Locker (LL) based techniques
(6–8) and variable flip angle (VFA) methods (9–12), respectively.
All methods sample the signal under varying conditions and
then fit the result to an expected T1-dependent signal model.
Although LL techniques do not require long TR, they are still

time-consuming due to the many time points required. There-
fore, LL techniques are usually implemented with fast readout
acquisitions, such as echo-planar imaging (EPI) (7,8), which may
introduce signal modulations, compromising the accuracy of
the T1 estimates. Although VFA T1-mapping techniques (such
as DESPOT1: driven equilibrium single-point observation T1) are
very time efficient, the result has been shown to be
very sensitive to noise bias and the choice of flip angles used
(9–11). Inconsistency in T1 values reported in the literature may
be a result of these biases. New techniques for T1 mapping
remains an active area of research (13,14). At high field strengths
(≥3T), both types of techniques are prone to errors introduced by
spatial inhomogeneities of the RF (radiofrequency) field called

B1. B1 inhomogeneities can become a dominating factor in the
systematic errors affecting T1 estimates (12,14).

At high field strengths, B1 inhomogeneities introduce spatial
variations to the flip angle and thus signal. These inhomogeneities
originate from two inherent sources: non-uniformity of the
transmit field and the so-called dielectric effect which occurs when
the dielectric constant of the imaged tissue causes the RF
wavelength to approach the dimensions of the imaged object
(2–20 cm @ 3T depending on the dielectric properties of the tissue
(15)). Fast T1 mapping techniques rely on an accurate assessment
of the flip angle, thus this effect needs to be measured, and
accounted for in the fitting algorithms, to ensure accuracy of the
T1 mapping techniques mentioned above. A linear relationship is
expected to exist between the B1 field strength and flip angle thus
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the spatial quantification of this source of error is commonly
referred to as B1 mapping. Furthermore, it has been shown that
the actual flip angle is linearly related to the nominal flip angle
(that prescribed on the scanner) for a range of flip angles (12).
Specifically, a B1 map usually refers to a map of the calibration
factor relating the actual flip angle to the nominal flip angle.
Although the relationship between actual and nominal flip angles
herein is assumed to be due to these inherent B1 inhomogeneities,
proper calibration of the transmit gain can also affect flip angle
accuracy. This component is scanner/user dependent and for most
scanners it can be expected to be automated and accurate.
However, if present, such systematic errors are assumed to result
in linear inaccuracies in the true flip angle as well.

Both LL and VFA T1 mapping techniques require separate B1
mapping to account for flip angle variations. Separating B1 and
T1 mapping processes can be problematic because of the incon-
sistency in implementation: B1 mapping is often implemented in
two-dimensions (2D) due to time constraints while T1 mapping
usually requires three-dimensional (3D) acquisitions for accurate
quantitative signal. Effects of the slice profile differences com-
promise the accuracy when a 2D B1 mapping technique is used
to correct a 3D T1 mapping technique. This potential source of
error in T1 estimation is usually ignored, although it is mentioned
in the literature (11).

Standard B1 mapping techniques can be very time-consuming
and there is still no gold standard. A common and simple
method is the double-angle method (DAM) which requires the
acquisition of two images with fully relaxed signal (TR≥ 5 T1) at
two different flip angles. For practical purposes, time limitations
require that the DAM be implemented with either fast imaging
techniques (16), which may add artifacts, or special pulses (17),
which are not readily available. Other methods for B1 mapping
include the phase-sensitive method (18) and more recently,
actual flip angle imaging (AFI) (19) and the method based on the
Bloch-Siegert shift (20). However, these methods are not readily
available since they require specially designed pulse sequences.
A simple and accurate B1 mapping method that makes use of
the signal null point has already been proposed by Dowell and
Tofts (21). This method is rarely used, perhaps due to the high flip
angle requirement (>180�) which is difficult to achieve on a typical
scanner. Recent studies have demonstrated that T1 mapping is
very sensitive to the method of B1 mapping chosen for flip angle
correction due to the variation in B1 mapping results (22). This
emphasizes the importance of a consistent, accurate, simultaneous
B1 and T1 mapping method.

Although a fewmethods have been proposed to simultaneously
yield B1 and T1 maps (23–25), they are not easy to implement as
they require additional acquisitions (23,24) or look-up tables (25)
and elaborate fitting algorithms to de-couple the signal
dependence on the various parameters. A simple, readily available
simultaneous B1 and T1 mapping method is therefore of great
interest and the aim of this work.

The new technique, proposed in this paper, relies on the
expression for the spoiled-gradient-recalled-echo (SPGR) signal
as a function of flip angle and T1. It makes use of a straight line
extrapolation to determine the signal null point as proposed in
Ref. 21 for B1 mapping, but an improved implementation with
fewer samples (2 instead of 3) and for smaller flip angles
(<180�) is proposed. It also exploits the linearity of the signal
vs flip angle curves to obtain T1 maps. This 3D technique can
be applied in a practical time by reducing data redundancy as
data used for B1 mapping is also used for T1 mapping.

THEORY

The signal intensity (SI) resulting from an SPGR acquisition can
be described as:

SI ¼ S0 sin að Þ 1� E1
1� cos að ÞE1 [1]

where S0 represents the equilibrium signal and encompasses the
effects of receiver coil sensitivity, proton density and T2*
attenuation while E1=exp(�TR/T1). The nominal flip angle, anom,
and the true flip angle, a, are related by:

a ¼ Ca�anom [2]

where Ca is a spatially varying calibration factor that is
independent of anom (12).
There is high coupling between the three independent para-

meters: Ca, S0 and T1, in Equation [1], making their simultaneous
estimation an ill-posed problem. This has been noted by others
(23,24) who justify the inclusion of additional acquisitions. The
method presented in this paper exploits the linearity of the SPGR
signal vs flip angle curve, at low and high flip angles, to decouple
and uniquely determine Ca, S0 and T1.

SPGR vs flip angle curves

Figure 1a shows curves representing the SPGR signal as a func-
tion anom described by Equation [1] for the fixed values:
S0= 100 (in a.u. = arbitrary units) and Ca=1. S0 simply scales the
signal, resulting in a vertical stretching/contracting of the curve
while Ca scales the true flip angle, causing a horizontal stretch-
ing/ contracting of the curves. For a constant TR, the curve warps
downwards and towards the left with increasing T1 (as the Ernst
angle, aErnst, shifts to smaller values: aErnst = cos-1(E1)/Ca).
These curves have three useful features. First, note that Ca is

uniquely defined at the signal null point, when the SPGR curve
first crosses the x-axis for values of anom >0�: SI(anom= anull) = 0.
This null point occurs when a =180� hence Ca can be derived
as: Ca =180˚/anull (21). Second, for flip angles near the origin
and near the null point, the signal dependence on flip angle is
approximately linear. Third, Fig. 1 shows that the curves fan out
and then converge at the signal null whilst overlapping for low
flip angles. Thus, the signal contrast for different T1 values is
higher just after the Ernst angle, and very low at low flip angles.

Derivative of the SPGR vs flip angle curves

Consider the derivative of Equation [1] with respect to true flip
angle:

SI′ ¼ @SI
@a

¼ S0Ca 1� E1ð Þ
1� cos Caanomð Þ�E1ð Þ2 cos Caanomð Þ � E1ð Þ [3]

Figure 1b shows plots of SI′ as a function of a (Ca =1), for
several TR/T1 values, in the high flip angle region. These curves
suggest that the straight line extrapolation to the signal null
point is justified under two conditions: TR/T1 is small (<1/5)
and the signal is sampled in the linear region which, based on
these simulations, is assumed to hold for a ≥150�. There is a prac-
tical limitation for how small TR/T1 should be since as TR/T1
decreases, the derivative approaches zero and the extrapolation
to the null point could be compromised, depending on the
signal-to-noise ratio (SNR).
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To approximate the slope near the origin and near the null
point, two limits are taken: SI′0= lima!0˚ and SI′null= lima!180˚

respectively. Computing the two limits using Equation [3] yields:

SI′0 ¼ S0Ca

SI′null ¼ �S0Ca 1� E1ð Þ
1þ E1ð Þ g [4]

Hence SI΄0 and SI΄null depend linearly on Ca and S0 whilst SI΄0
does not depend on E1. A ratio of the slopes thus uniquely
defines E1 (i.e. T1) as follows:

SI′null=SI′0 ¼ � 1� E1ð Þ= 1þ E1ð Þ
E1 ¼ � SI′null=SI′0

� �þ 1
� �
SI′null=SI′0ð Þ � 1½ �

[5]

Proposed Method of Slopes (MoS)

The proposed method, herein called MoS (Method of Slopes),
aims to provide simultaneous B1 and T1 maps as follows: (i) the
signal vs nominal flip angle curve is sampled at high flip angles
and a straight line is fit to the data to extrapolate to the signal
null point (when a=180˚), yielding the B1 map (ii) this straight
line also yields the slope value: SI΄null, (iii) a straight line is then
approximated between the low flip angle data and the origin

yielding an estimate for SI΄0, and (iv) the ratio of these slopes is
used to calculate the T1 map according to Equation [5] where
T1 =�TR/ln(E1).

Although the B1 mapping part of this new method is concep-
tually the same as that presented previously (21), a slightly sim-
pler approach is taken: the sampling scheme was chosen such
that all magnitude signal values are expected to be true positive
signal values. This is accomplished by limiting the sampling to
flip angles smaller than anull. Although the exact value of anull is
not known a priori, the smallest possible value for anull can be
estimated for a given transmit coil and object being imaged.
For brain imaging (with either the 8-channel or transmit/receive
head coil) anull is not expected to be less than 150� at any voxel.

The accuracy of the proposed method depends on the accu-
racy of the straight line approximations. Figure 1 suggests that
Equation [5] may be a good approximation for straight line fits
over a range of flip angle values near 0˚ and anull. Although high
flip angle data must be sampled in a region near anull, this value
is not known a priori and furthermore, anull is expected to vary
spatially due to significant B1 variations. Also, one must consider
the number of data points required to produce reliable and
accurate approximations of the slopes. These concerns will be
addressed in this section.

In theory, two points are sufficient to evaluate the slope of any
straight line. Moreover, minimizing the number of sampling
points increases efficiency. For the low flip angle straight line
evaluation, the origin (a= 0˚, SI=0) can be used as one of the
data points hence a single sample at low flip angle (anom =1˚)
should be sufficient. Sampling the high flip angle range is more
problematic due to the deviation from linearity depending on Ca
as illustrated in Fig. 2. If the linear region near the null point is
sampled for the curve with largest Ca (i.e. smallest anull~150˚),
the sampling scheme will not sample the linear region of curves
with smaller Ca and larger anull. In fact, the extrapolation to anull
for other curves leads to an underestimation of anull which
worsens as the value of anull increases (arrows in Fig. 2). For accu-
rate B1 mapping, the challenge lies in the accurate determination

Figure 1. Plots of SPGR Signal Intensity (SI) and its derivative (SI′) in
arbitrary units, a.u., as a function of nominal flip angle, anom. (a) Ca=1,
S0=100 and TR/T1 is varied: as TR/T1 decreases or T1 increases, curves
shift down and towards the left (Ernst angle moves to smaller values of
anom). (b) Derivative of SPGR Signal (SI′) as a function of true flip angle
(a). The high flip angle region is defined as being the region with con-
stant SI′ and thus an extrapolation to signal null is justified. The curves
correspond to varying T1 values (with fixed TR) showing that the constant
SI′ region is larger for greater T1 values. Based on these plots, the high flip
angle region is chosen to be a≥ 150˚(shaded region ).

Figure 2. Zoom of SPGR signal intensity (SI) vs nominal flip angle (anom)
curves in region of signal nulling. Curves have constant TR/T1 and S0 while
Ca is varying from 1.2 to 0.8. The red lines indicate the 2pt-extrapolation
based on sampling the signal at 2 flip angles: a1 and a2. This plot shows that
the 2pt- extrapolated flip angle for signal null, a2ptnull, underestimates anull (i.e.
C2pt
a overestimates Ca ), as indicated by the small arrows along the bottom

axis. Furthermore, this underestimation increases as Ca decreases (from left
to right).
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of anull even if the sampled flip angles are not within the linear
region. This problem can be solved by introducing a Ca -correc-
tion scheme as follows.

We wish to determine anull by extrapolating the data acquired
at nominal flip angles: a1 and a2 (where a1< a2). To do this effec-
tively, we derive a function that relates the estimated flip angle

for signal null: a2ptnull , derived from the extrapolation of SI(a1) and
SI(a2), to the true flip angle for signal null: anull (see Appendix).
We show that although this cannot be solved analytically, a

smoothly varying function exists, relating a2ptnull to anull (Fig. A1).
Furthermore, the relationship can be used to determine a correc-
tion scheme which maps the B1 calibration factor determined

from a2ptnull , called C2pt
a , to the true B1 calibration factor Ca. Using

Equation [A5] and expressing C2pt
a �a2 as a function of Ca � a2

(where C2pt
a �a2 ¼ 180�= a2ptnull=a2

� �
) gives:

C2pt
a �a2 ¼ 180�� A Ca�f �a2ð Þ�B Ca�a2ð Þ � A Ca�a2ð Þ�B Ca�f �a2ð Þ

A Ca�f �a2ð Þ�B Ca�a2ð Þ � f �A Ca�a2ð Þ�B Ca�f �a2ð Þ [6]

where f = a1/ a2 and, to simplify the above expression, for a given an-
gle f, Α and B are defined as: A(f) = sin(f), B(f) = (1-E1�cos(f)). For a
chosen value of f and E1, Equation [6] can be used to plot points
corresponding to Ca � a2 vs C2pt

a �a2 which are then fit by a quadratic
function. Figure 3 shows a plot of generated data points whereby
Equation [6] has been evaluated for values of Ca � a2≤180� (since
a2 is chosen such that a2≤anull and Ca � anull=180� by definition).
For this example, f=130˚/150˚ and E1=0.96 were used since
practical scanning values are: TR=40ms and an average T1 of inter-
est is T1=1000ms. As shown in the Appendix, the curves are not
very sensitive to T1 values (within the range: 1/50< TR/T1< 1/5 ),
so an approximate value is sufficient. For this example, we get:

Y ¼ �aX2 þ bX � c [7]

where Y=Ca � a2, X ¼ C2pt
a �a2 and the fit parameters are a=0.00496,

b=2.72 and c=150. We can use this to write a more general form:

Ca ¼ � a�a2ð Þ� C2pt
a

� �2 þ b�C2pt
a � c=a2

where a ¼ 0:00496; b ¼ 2:72 and c ¼ 150
[8]

Using Equation [8] to go from C2pt
a to Ca gives the sought

Ca-correction scheme as a function of a2. This scheme allows
for accurate estimates of Ca despite sampling the data away from
the linear region.
Ultimately, Ca and SI′0 can be used to derive S0 according

to Equation [4] or the ratio of slopes can be used to estimate
T1. As described thus far, the MoS assumes straight lines
between two data points, thus no data fitting is required.
However, T1 accuracy is expected to be compromised due to
the approximations involved and the fact that signal is sampled
at low and high flip angles with relatively low SNR. The final step
of the MoS therefore involves feeding these straight line initial
estimates of T1 and S0 to a NLLS (non-linear least squares) fitting
algorithm which aims to best fit the data to a curve predicted by
Equation [1]. This fitting procedure is performed while including
an additional data point sampled in the region of high SNR and
where the signal dependence on T1 is greatest. A good value for
this was found to be anom=40˚.The steps for MoS are summa-
rized in Fig.4.

Optimizing the MoS for scan time efficiency

Consider the limitations for accurate estimation of the sought
parameters: B1 and T1, and the contribution of each of the four
sampled data points to the results. In particular, note that the
two data points at high flip angle values: anom= (130˚,150˚) are
essential for B1 mapping while the small flip angle data point
at anom =1˚determines S0, given B1. Although the slopes of these
straight line fits are used as initial T1 estimates, the data point at
high signal, anom =40˚, is responsible for the final T1 result given
the high signal dependence on T1 at this flip angle value. These
considerations can be used to optimize the MoS for time

Figure 3. Data is generated using Equation [6] for the indicated values of f and TR/T1. (a) The curves are generated by evaluating Equation [6] for
f =130˚/150˚ and several values of TR/T1: 1/50< TR/T1< 1/5 (grey lines with extremes in black as indicated on graph). It can be seen that the curves
do not vary much as a function of TR/T1. (b) The black dots represent data that is generated by evaluating Eq.[6] for f=130˚/150˚ and TR/T1=1/25
(an average expected value). A fit of this data to the quadratic equation yields an approximate relationship between C2pt

a a2 and Ca a2 given by the
equation and solid line. The arrows correspond to an overestimation of Ca (i.e. underestimation of anull) if no correction is used. These arrows are
equivalent to those along the horizontal axis in Fig. 3. Once a2 is chosen for a particular sampling scheme, its value can be replaced in the equation
and the relationship between Ca and C2pt

a can be used as a Ca -correction.
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efficiency, by decoupling the sampling for B1 determination from
that for S0 and T1.
The anom= (130˚,150˚) data points responsible for B1 estima-

tion are constrained by the linearity condition necessary for
accurate extrapolation as described previously. Although extrap-
olation is expected to be accurate for TR/ T1 <1/5, a constraint on
the minimal TR exists due to SNR and slope considerations:
SNR is reduced and the slope of the curve near the signal
null approaches zero as TR/ T1 approaches 0. A conservative
rule-of-thumb for TR selection was found to be: TR= T1max/50,
for T1max ~ 2000ms, this gives TR= 40ms. However, these data
points are not constrained to be sampled at high resolution
due to the gradual spatial variation of the B1 map.
Conversely, the anom =40˚ data point, responsible for the final

T1 result, should be sampled at high resolution for high resolu-
tion T1 mapping. However, the TR time constraint does not apply
to it as it is not involved in the straight line extrapolation to
signal null. Finally, the anom =1˚ data point is expected to be time
independent (i.e. independent of TR/ T1) so short TR can be used
for both points: anom= (1˚,40˚). Although S0 will have some

small-scale spatial variations due to T2* and proton density
variations, for short TE, these are expected to be less intense
than the large-scale variations due to coil sensitivities, hence,
some spatial resolution can be sacrificed for scan time savings.
As long as TE is maintained constant, for the high and low flip
angle scans, S0 is expected to be consistent and thus the ratio
of slopes should yield a good estimate of T1. However, if the TR
varies, the final fitting cannot be performed with all the data
points. For this reason, only the data at anom= (1˚,40˚), with
consistent TR, can be used in the fit. However, anull, resulting
from the high flip angle data, can be used as a fixed parameter
in the final fit which determines S0 and T1. To account for varying
voxel resolution between the anom =1˚ and anom =40˚ data, as
well as the coarse anull map, all data can be regridded to match
the high resolution data, allowing for voxel-wise fitting.

Given these spatial and temporal constraints, the B1 mapping
can be performed for full brain coverage (FOV= 20–22 cm) at
coarse resolution (64� 64 in-plane, 4–5mm slice thickness) in
approximately 4min. T1 mapping then requires another fast
(short TR) volume sampled at anom =1˚ and intermediate

Figure 4. Schematic of steps for MoS. Note that all steps before the NLLS final fitting algorithm (the last box) do not use the SI(40˚) data point and they
do not require any fitting algorithm since straight lines are approximated by two points.
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resolution (128� 128 in-plane, 4mm slice thickness) while a high
SNR data point, at anom =40˚, is sampled with high resolution
(256� 256 in-plane, 1mm slice thickness). Although total scan
time depends on head size (i.e. number of slices) and minimal
TR available for SPGR, all scans are expected to be performed
in <20min using a standard SPGR sequence (see methods
for details).

EXPERIMENTAL METHODS

All experiments were performed on a 3T-MR750 GE scanner (GE,
Healthcare) with two GE head coils: a standard quadrature,
transmit/receive birdcage coil and a phased-array 8-channel
receive-only coil. According to the literature values of T1 in tissue at
3T (11,12,25,26), the T1 values considered were: 200ms–2000ms.
Computations and fitting algorithms were programmed in-house
using standard functions in Matlab (The Mathworks Inc., Natick,
MA). Simulations and phantom experiments were performed to test
the uncertainty and validity of the proposed method respectively.
In vivo experiments were then performed to demonstrate the ability
to yield B1 and T1 maps of human brain. All experiments were
performed by sampling the signal with the following flip angle
sampling scheme: anom= (1˚, 40˚, 130˚, 150˚) based on the
aforementioned considerations.

Simulation experiments

Simulations were used to test the error associated with the pro-
posed sampling scheme and Ca-correction scheme. For these
simulations, SPGR signal was calculated according to Equation [1]
for various known values of S0, Ca and T1, at the flip angles of the
sampling scheme. The resulting estimates of S0, Ca and T1, before
and after the NLLS fitting algorithm, were compared to the known
values and percent errors (defined as percent difference between
estimated and true values) were plotted for TR/ T1= (1/5, 1/10,
1/15, 1/20, 1/25, 1/30, 1/35, 1/40, 1/45, 1/50). A simple NLLS
Levenberg-Marquardt fitting algorithm was used without
constraints on the parameter values.

More simulations were run to test the robustness of the
proposed MoS under varying levels of SNR. Gaussian distributed
noise was added to the SPGR signal generated from Equation [1]
representing realistic levels of SNR (this was determined by
measuring the signal in regions of a magnitude image of the
brain acquired with an 8-channel head coil as proposed by
Constantinides et al. (29)). The resulting noisy signal at the flip
angles given by the proposed sampling scheme was used to
determine the initial estimates of S0, Ca and T1. A NLLS fitting
algorithm was then employed to obtain final estimates for the
three parameters. This process was repeated 1000 times to get
converging estimates of the average and standard deviation of
Ca and T1, under realistic conditions of SNR. This analysis was
used to yield the uncertainty in B1 and T1 maps obtained from
true data. Several constraints on the possible values of S0 and
Ca were tested to determine the best upper and lower bounds,
if any, for robust results.

Phantom experiments

Phantoms consisted of glass beakers containing distilled water
doped with varying concentrations of manganese chloride
(MnCl2) to obtain varying T1 values in the range of interest.
Two different sizes of beakers were used and will henceforth

be referred to as large (base diameter = 10 cm) and small (base
diameter = 5 cm).
To test B1 mapping using the MoS, a large phantom was

scanned with the quadrature transmit/receive head coil because
this set-up was expected to have large B1 variations due to the
large imaging volume. B1 inhomogeneities were expected to
vary gradually; therefore a coarse time-efficient measurement
was sufficient. The use of a large grid also helped increase the
SNR for a more robust voxel-wise calculation of B1. The para-
meters chosen for this purpose were thus: FOV= 24 cm, 64� 64
in-plane resolution with a slice thickness = 5mm. The minimal
full echo time (TE= 5ms) was used in all scans so as to minimize
signal loss due to T2

* effects. For validation, results were
compared with B1 maps obtained from a 2D and a 3D DAM with
data sampled at anom= (60˚,120˚). For this purpose, the phantom
was made to have a short T1 (~250ms), so as to allow for the 3D
DAM data acquisition in a reasonable time despite the
constraint: TR = 5�T1 (~50min/data point ~ 1 h 40min total scan
time). TR= 25ms was used for the MoS although a shorter TR
could have been used, based upon TR = T1max/50.
To test T1 mapping using the MoS, several phantoms with

differing T1 values were used. Here, B1 inhomogeneities were
avoided to isolate the factors influencing the T1 result. Small
phantoms were thus used (with small dimensions relative to
the expected RF wavelength) placed central to the body coil
for transmission with an 8-channel receive-only head coil. For
reference, a 2D IR spin echo sequence (IR-SE) was also performed
on the phantoms at a single central slice (inversion times:
TI = 50,100, 200, 400, 800, 1600, 3200ms, TR= 5 s). Although
time-consuming, IR-SE remains the gold standard method for
T1 mapping. T1 was calculated voxel-wise by performing a two-
parameter, (p1, p2), NLLS fit of the magnitude data to the
longitudinal recovery curve, accounting for imperfect inversion
as well as violation of TR>> T1 for larger T1 values: S(TI) =
p1(1-(1-p2)exp(�TI/T1) + exp(�TR/T1)) (27). A region of interest
(ROI) analysis was then used to compare the two results for
each phantom.
To test simultaneous B1/ T1 mapping using the MoS, a large

phantom was scanned with T1 ~ 600ms, while centered and
while shifted to the edge of the quadrature head coil, inducing
large B1 inhomogenities which further challenged the MoS to
yield accurate T1 estimations. The following scan parameters
were used: TE/TR=4ms/30ms, 20 cm FOV with 64x64 in-plane
resolution, 3mm slice thickness, 28 coronal slices.

In vivo experiments

In vivo scans were performed on four healthy volunteers (three
female, one male, ranging from 25 to 36 years of age) with
written consent and in compliance with the ethics board of the
institution. For these scans, the 3D slab was placed sagittally
such that the entire head was covered in the through-slab
direction, allowing for the slab select gradient to be turned off.
The scanning parameters were: FOV= 20–24 cm, 128� 128, slice
thickness = 4mm, 30–40 slices, TE= 5ms, TR= 40ms yielding a
scan time of approximately 3–4min per sampled flip angle and
total scan time ~16min. To improve in vivo results which, in con-
trast to phantom experiments, are affected by physiological
noise as well as partial volume effects, smoothing was performed
on the voxel-wise computed B1 map. To test the efficient
implementation of the MoS, a volunteer was scanned using
two protocols: the protocol mentioned above, yielding low
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resolution T1 maps (i.e. 4mm� 1.72mm� 1.72mm), and a mod-
ified protocol: anom= (130˚,150˚) acquired with TE/TR= 5ms/
40ms and coarse resolution (~4min), anom =1˚ acquired with
TE/TR=6ms/18ms and intermediate resolution (~1min 40s)
and anom =40˚ acquired with TE/TR= 6ms/21ms and high resolu-
tion (~14min), where coarse, intermediate and high resolution
were defined in the previous section. The resulting B1 and T1
maps were compared.
Full brain T1 histograms were obtained by manual extraction

of the brain on each slice. The number of voxels was normalized
with respect to the maximum peak for better inter-subject com-
parison, independent of brain size. Peaks were compared with
expected T1 values for grey matter (GM) and white matter
(WM). ROI, average and standard deviation T1 values were also
determined and compared with values quoted in the literature
(11,12,25,26). Full brain T1 histograms for coarse and high resolu-
tion were compared for the single volunteer scanned with both
protocols.

RESULTS

Simulation results

Figure 5 shows the percent error associated with the para-
meters, S0, Ca and T1, determined using the MoS for various
values of Ca and T1 (each curve represents a particular T1
value). This error depends on the Ca -correction which is sam-
pling-scheme-specific and slightly dependent on the T1 value
used for the fit to the quadratic function (as shown in Fig. 3a).
It was found that Ca and S0 values did not vary significantly af-
ter the NLLS fitting and furthermore, the errors associated with
the initial estimates were well within acceptable levels (abso-
lute error< 4% except for the largest value of TR/ T1 and for
values< Ca =1). In contrast, the accuracy in determining T1
was greatly improved using the NLLS fitting algorithm, sug-
gesting that the NLLS fitting is primarily required for T1 deter-
mination under no noise conditions. In all cases, the error was
greatest for smaller values of Ca and became insignificant
(<1%) as Ca approached and exceeded 1.
Figure 6 shows plots of the resulting Ca and T1 values

obtained from simulated noisy signal. For a flip angle of anom=
130˚, it was found that SNR> 10 throughout the brain (except

in some areas of pure CSF). The smallest SNR values occurred
in regions of larger Ca, larger T1 or smaller S0. Therefore, snoise
was determined from the SPGR signal corresponding to
anom= 130˚, T1=2000ms, Ca=1.2 and an SNR= 10. One
thousand repetitions ensured convergence of the mean and
standard deviation. Constraining the parameters did not sig-
nificantly improve T1 accuracy, indicating robustness of this
approach. Use of the unconstrained NLLS algorithm resulted in
percent errors of average T1 values reduced to insignificant levels
while the uncertainty value was reduced to <15% as seen by the
decrease of standard deviation (Fig. 6). While the NLLS algorithm
was less important for the Ca estimate (i.e. initial estimates are
accurate to within 5% for most values of Ca and T1) it was crucial
for accurate T1 results.

Phantom experiments

Profiles of the B1 maps resulting from the proposed 3D MoS and
a 2D and 3D DAM are compared in Fig.7a. It can be seen that the
3D DAM agrees with the 3D MoS to within 3.5% where Ca >1 in
the center. Conversely, the 2D DAM result, although qualitatively
similar, underestimates Ca significantly (10–20%) in comparison
to the MoS such that Ca< 1 in the center.

Figure 7b shows the resulting T1 values for the 3D MoS and
for a 2D IR-SE sequence for the small phantoms with varying
T1 values. ROI analysis was performed for a central circle (ra-
dius equal to five voxels) within each phantom. Although the
dimensions of the phantoms were chosen to reduce B1 inho-
mogeneities, it was found that B1 mapping for MoS was still
required, probably as a result of their placement. The results
from both methods were plotted against each other. A high
correlation was found (Pearson’s r = .997, p< 0.0005) with best
fit line, passing through the origin, having a slope of 1.05, in-
dicating good agreement between methods with a slight
(5%) overestimation of T1 values from the MoS relative to
the IR-SE.

Figure 8 shows profiles of the 3D B1 and T1 maps resulting
from the MoS for a large phantom, scanned while centered
and while shifted to the edge of the coil. Profiles of the resulting
B1 and T1 maps were plotted as a function of position within the
coil and compared for the two phantom placements. It can be
seen that despite the variations in Ca, the resulting T1 value is

Figure 5. Simulation results comparing errors in the parameters: S0, Ca and T1 before and after the NLLS final fitting algorithm. Each curve represents a
specific value of TR/ T1. Values plotted are for TR/ T1= (1/5, 1/10, 1/15, 1/20, 1/25, 1/30, 1/35, 1/40, 1/45, 1/50). The NLLS algorithm is performed without
constraints. It can be seen that the NLLS is not required for accurate determination of S0 and Ca. However, the NLLS fit including the extra data point,
SI(40˚), is crucial for accurate T1 estimation, particularly for low values of Ca.
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constant as expected for this homogeneous phantom (with the
exception of a small region, near the edge of the coil, where
the RF cannot penetrate (shaded in Fig. 8c)).

In vivo experiments

Figure 9 shows central slices of the 3D B1 and T1 maps resulting
from in vivo measurements on one of the volunteers using the
proposed MoS with both low resolution (a) and high resolution
(b) protocols. The techniques used to produce reference B1 and
T1 maps for the phantoms are prohibitively too long to be used
in vivo. Results are hence compared with expected B1 maps and
T1 values from the literature.

Full brain T1 histograms for the volunteers are shown in
Fig. 10a. The values corresponding to WM and GM occur at
two peaks which coincide at approximately 1100ms and
1700ms, respectively. These values are in agreement with T1
values given in the literature: WM~950–1080ms, GM~1550–
1820ms (11,12,25,26). Also, ROI analysis, performed in represen-
tative regions for GM and WM on all subjects gave average and
standard deviation T1 values which are presented in Table 1. A
comparison of full brain T1 histograms for a single volunteer at
high and low resolution is shown in Fig.10b.

DISCUSSION

The goal of the proposed method was to produce simultaneous
B1 and T1 maps efficiently, with readily available sequences and
simple fitting algorithms. The Ca -correction scheme is an
essential component of the efficiency of the proposed method
because it allows for accurate estimation of Ca, for a large range
of Ca and T1 values, by a simple 2 pt-extrapolation. We have
shown that even if we choose TR/ T1= 40/1000 for the fit to
derive the Ca -correction scheme, most other T1 values of interest
are also well corrected (<5% error, Fig. 5). The larger error (>5%)
occurring for TR/ T1= 1/5 and small Ca values could be reduced
by using a better Ca -correction scheme, obtained by simply
choosing a smaller T1 value to fit the Ca -correction curve. This
post-processing step would not interfere with the required
scanning. In fact, the Ca -correction scheme can be slightly
adjusted depending on the sought accuracy associated with
the various Ca and T1 values of the application. Given that the
T1 dependency of the Ca -correction curves increases as Ca
decreases (Fig. 3a), a single Ca -correction scheme may not be
adequate if a very large range of T1 and Ca values are observed,
particularly for smaller Ca values (<0.8). In such a case, one could
apply two or more Ca -correction schemes derived from curves

Figure 6. Simulation results testing the robustness of the MoS to noise. Error in the parameters: Ca and T1 are determined for SNR= 10 at anom=130˚,
T1=2000ms and a range of Ca values. Results of the average and standard deviation of Ca and T1 values are given for 1000 repetitions, before and after
all the data is fit by a NLLS algorithm. In this case, it was found that constraining the NLLS was not necessary to achieve accurate Ca and T1 results (seen
by the % error of average ~0% for all Ca values, second row).

S. CHAVEZ AND G. J. STANISZ

wileyonlinelibrary.com/journal/nbm Copyright © 2012 John Wiley & Sons, Ltd. NMR Biomed. 2012; 25: 1043–1055

1050



generated for two or more T1 values and then select the T1 result
appropriately. For the purposes of brain imaging with a head
coil, this is not necessary since Ca> 0.8 is expected.
The results for the noise simulation tests, presented in Fig. 6,

indicate that B1 mapping by the MoS is very robust. In fact, the
2 pt-extrapolation with Ca -correction scheme alone is capable
of estimating the B1 map to within 8% error, where the maxi-
mum error results at small Ca for T1= 2000ms, due to low SNR
and long-range extrapolation. The NLLS algorithm further
improves this B1 map. However, the T1 values derived from a
simple ratio of slopes (initial estimates) are very sensitive to
low SNR due to the non-linear relationship between the slope
values and resulting T1, given by Equation [5] (Fig. 6b). The

robustness of the NLLS fitting algorithm (Fig. 6b ) can be
attributed to two factors: (i) the accuracy of the initial estimates
of S0 and Ca, based on the data at anom= (1˚, 130˚, 150˚); and
(ii) the inclusion of the high SNR data point in a region of high
T1-dependence of the signal: anom= 40˚. In fact, solving explicitly
for S0 and Ca, before solving for T1, and constraining S0 and Ca to
vary very little (<1%) during the NLLS fit to the anom= 40˚ data
point, results in accurate T1 results regardless of the initial T1
estimate (data not shown).

Phantom experiments validated the B1 and T1 mapping
capability of the proposed method (Fig. 7). The 3D-SPGR DAM
agrees closely with the B1 map resulting from the proposed 3D
MoS. Although the 2D-DAM results in a qualitatively similar B1

Figure 8. Results using the MoS on a large phantom while well-centered in the quadrature transmit/receive head coil and while shifted in the
superior-to-inferior direction (S!I) to the inferior edge of the coil. Columns (a) and (b) show the Ca and T1 maps of a central slice respectively, for both
phantom placements (top row= centered phantom, bottom row= shifted phantom). The central vertical (S/I) profiles of the maps shown in (a) and (b)
are plotted for both phantom placements in (c) (the centered phantom profiles are shown in black and the shifted phantom profiles are shown in red).
Note the S/I orientation is rotated in (c) with respect to (a) and (b). The shaded area shows the region within the coil where the B1 field is not able to
produce high flip angles adequately, i.e. in this region, the linear relation between anom and a is no longer valid for high flip angle values. This region lies
close to the edge of the coil.

Figure 7. Comparison of B1 and T1 mapping results using the MoS and other well-established standard techniques. (a) Profiles of the resulting B1 maps
along the center of a large phantom are compared for the 3D-MoS and 2D- and 3D-DAM. The 3D-MoS matches the 3D-DAM quite closely while the
2D-DAM relatively underestimates the B1 values. (b) Results of the ROI analyses of the T1 maps of five small phantoms are compared. Resulting average
standard deviation T1 values are plotted for MoS against the IR-SE experiment. Pearson’s correlation coefficient, r = .997 (p< .005), with the line fit
having slope= 1.05 as shown.
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map profile as that for the 3D-, the absolute values were
underestimated by a considerable amount (10–20%). This is most
likely due to slice profile considerations (28) which would result
in an overestimation of the signal at anom=120�. This result
indicates that although the use of a 2D-DAM B1 map correction
to flip angle values prior to T1 mapping may ‘flatten’ the result
in a desirable way, the absolute value of the T1 map may still
be erroneous, emphasizing the benefit of using a simultaneous
3D- B1 and T1 mapping method such as the MoS.

The IR-SE experiment was performed on several small
phantoms with varying T1 values (~250–2500ms). MoS was also
performedwith TR=30ms, resulting in values of TR/ T1~1/8 – 1/80

since all phantoms were placed simultaneously in the coil for this
experiment. The scan time was ~2min per data point and hence
B1 and T1 values were obtained in a total of ~ 8min of scan time.
An ROI analysis indicated that IR-SE and MoS T1 values are in
agreement, with a slight T1 overestimation (5%) from the MoS
relative to the IR-SE results. Also, theMoS becomesmore unreliable
(i.e. larger standard deviation) for T1 values greater than 2000ms
(Fig. 7b). A T1 overestimation for the VFA relative to the IR method
has previously been observed (4) and it has been shown to result
from noisy data. Noise and artifacts, both increasing low SNR signal
from its expected value, may be the source of overestimation for
these phantom experiments as well, but this requires further
investigation. Artifacts, such as Gibbs ringing, susceptibility
induced distortions, and improper spoiling, were evident in the
small phantom data. Improper spoiling has been noted as a
main source of error in the AFI method of Yarnykh (30) due to
the short TRs that were initially proposed. It has also been
studied as a main source of error in the VFA methods which also
rely on the SPGR signal at very short TR (31). In our case, the MoS
does not require such short TR and spoiling artifacts have
not been noticed in vivo. However, inadequate spoiling could
have been a source of error in phantom experiments due to
their longer T2 values. All artifacts were less significant for the
phantoms with smaller T1 due to their higher SNR. Given the T1
values of the phantoms, a larger TR, could have been used to
improve SNR at the expense of some scanning efficiency. A
general suggestion based on the SPGR vs anom curves is that
TR/ T1 should be kept≥ 1/50 which is reinforced by these results
as the IR-SE and MoS T1 values are in very good agreement and
have smaller standard deviations for T1 values ≤1500ms (i.e. the
first three data points). This effect is not expected to be such an
issue in vivo where shorter T2 values and fewer edge-induced
artifacts are expected.
Scanning the large phantom in two positions within the coil,

demonstrated that in the presence of large B1 variations, the
resulting T1 value can be determined accurately. The average
T1 value of the well-centered phantom was 637ms with a
standard deviation of 25ms whilst the T1 value of the shifted
phantom was 650ms with a standard deviation of 39ms. The
difference in the averages was only 2% despite the large B1
variations (Fig. 8). The MoS was successful until a few centi-
meters near the edge of the coil where the B1 transmit field
was no longer able to produce large flip angles. In this region
(shaded in Fig. 8c), the assumed linear relationship between a
and anom no longer holds for large anom values (i.e. as anom
increased, the signal did not change significantly). Scanning in
this region is avoided in practice because the coil is not expected
to produce an effective B1 field so close to the edge.
In vivo experiments demonstrated that the MoS is capable of

yielding brain B1 and T1 maps in a reasonable scan time for all
subjects (<18min). As mentioned previously, there is no
theoretical TR restriction for the T1 mapping data, anom= (1˚,40˚),
hence a fast SPGR (FSPGR) sequence could be used to minimize
the TR and hence scan time. This was not attempted in this study
to eliminate confounding sources of inaccuracy but it will be
further investigated and scan times comparable to the VFA
method are expected.
ROI analysis and full-brain histograms of T1 results give confi-

dence in the results as the values obtained compare well with
those in the literature (11,12,25,26). The large range of values
(and associated standard deviations) for GM presented in Table 1,
as well as in the literature, probably arises due to partial volume

Figure 9. Representative in vivo B1 and T1 mapping: shown is the central
slice of a 3D full brain scan for one of the volunteers. Scans were
performed sagitally and reconstructed axially. (a) Representative B1 and
T1 maps using the MoS as initially proposed, giving a resolution of
128� 128 with a slice thickness = 4mm for both B1 and T1 maps. (b)
Representative B1 and T1 maps resulting using the MoS with the more
efficient protocol proposed, yielding a coarser resolution B1 map (64� 64,
slice=4mm) and a higher resolution T1 map (256� 256, slice=1mm).

S. CHAVEZ AND G. J. STANISZ

wileyonlinelibrary.com/journal/nbm Copyright © 2012 John Wiley & Sons, Ltd. NMR Biomed. 2012; 25: 1043–1055

1052



effects since gray matter is in close proximity to WM and CSF
with low and high T1 values, respectively. This is also evident in
the large width of the GM peak in the full-brain histograms
(Fig.10a) and a possible reason for the slight overestimation of
T1 values at higher resolution. In large voxels, containing tissues
with low and high T1 values, the tissues with low T1 values will
dominate the signal (due to the inverse relation of T1 in E1)
yielding an average T1 value:
1/(T1)ave =½(1/(T1)low + 1/(T1)high). Resolution may therefore

also be an important source of variation in T1 values reported
in the literature, although the contribution from increased noise
in the high resolution scans must also be considered.
Although the MoS uses relatively large flip angles (130� , 150�),

these are close in value to the high flip angle commonly used for
a DAM: (60�, 120�). The potentially damaging specific absorption
rate (SAR) associated with these scans was found to be well
within standard scanner limits and far less a factor than for other
SAR-intense sequences with inversion pulses. This is probably
due to the fact that the SAR limit for human scanning is given
as a time-average maximum, the short scans (~3min) at the high
flip angle values as well as scanning in the following order: (1� ,
130�, 40� , 150�) resulted in time-averages that did not exceed
20% of the limit (as indicated on the scanner), for all scans
conducted in vivo. SAR is thus not a concern for these scans.

The most restrictive limitation of the proposed technique lies
in the fact that it requires 3D sampling for quantitative accuracy.
This is not so much a limitation for the B1 mapping portion due
to the low resolution required: a full brain B1 map can be
obtained in approximately 3–4min which is comparable with
the AFI method. However, it greatly limits the minimal scan time
for high resolution T1 mapping. Although this is a limitation it
shares with the other popular VFA technique, a 2D T1 mapping
technique is highly desirable. Using the MoS approach, a
single-slice T1 map could be acquired in a very short time from
a single sample at a=40� (assuming B1 and S0 have been deter-
mined from quick, low-resolution 3D scans at a= 1� and
a= (130�,150�) respectively). This would be ideal for dynamic
contrast enhanced, DCE, MRI where temporal resolution is
important. The 3D requirement is a difficult limitation to over-
come if the optimal sampling scheme is dependent on the
expected T1 value of interest as is the case for the VFA method
(10). However, the proposed scheme is not T1 -dependent. The
MoS T1 mapping ultimately relies on the single sample at
a= 40�, for any T1 value. This is an important distinction between
the VFA method and the MoS since the use of a fixed sampling
scheme may facilitate overcoming the 3D restriction. A flip angle
dependent RF waveform, such as an SLR pulse, could provide
ideal 2D slice profiles for the desired flip angle, a=40� .

Figure 10. Overlayed histograms of full brain data. (a) comparison for all volunteers (b) comparison for the same volunteer, with different protocols.
There appear to be 2 peaks which coincide for all volunteers, one corresponding to the mean value of T1 for white matter (WM) and the other for
grey matter (GM): WM- T1 =1100ms and GM- T1 =1700ms. These values are in agreement with values quoted in the literature: WM~900–1080ms,
GM~1350–1820ms (11,12,23,24)).

Table 1. Table of T1 values in representative ROIs for GM and WM

Volunteer # T1 of GM (ms) T1 of WM (ms)

ROI-1 ROI-2 ROI-1 ROI-2

1 1586� 544b 1558� 483b 1216� 205b 1073� 150b

1496� 172a 1523� 72a 1031� 69a 988� 55a

2 1522� 146a 1586� 63a 1074� 51a 1058� 50a

3 1752� 186a 1599� 87a 1135� 88a 968 �72a

4 1622� 190a 1531� 101a 1013� 116a 1030� 78a

aValues indicate the average� std within ROIs consisting of a small region of approximately 25 voxels placed on a single sagittal
slice in representative regions of WM=white matter (1-splenium, 2- genu of corpus callosum) and GM=grey matter (1-frontal
cortex, 2-thalamus).
bHigh resolution protocol #2 (on volunteer #1 only). ROI consists of approximately 100 voxels placed on 4 sagittal slices in same
regions as a.
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CONCLUSIONS

The MoS samples the SPGR signal at high flip angles and uses an
extrapolation to signal null for B1 mapping as in Ref. 21.
However, it improves upon the original signal null method
in that fewer and smaller flip angles can be used due to the
Ca-correction scheme introduced. The MoS then samples the
SPGR signal at low flip angles, anom= (1˚,40˚), similar to the VFA
method (anom= (2˚,9 ˚, 19˚) for TR= 5ms, (11)). However, the
MoS uses the full SPGR signal equation, and characteristics of
the signal vs flip angle curves, to solve for T1. This is in contrast
to the VFA method which uses a linear form of the equation
which has a singularity, is known to introduce a noise bias and
requires a minimum of three sampled points for possible
use of a weighted least-squares fit (11). The result of this work
is a novel, accurate and consistent simultaneous B1 and T1
mapping method.

The method presented here is proposed for brain imaging, but
it could easily be applied in other relatively stationary anatomical
regions and for other coils. For the B1 mapping portion, the
maximal flip angle sampled must occur before the signal is
nulled throughout the FOV and scan time can be minimized
using the rule-of-thumb: TR =T1max/50. For the T1 mapping por-
tion of the MoS, anom = (1˚,40˚) can be used regardless of the
T1 of interest and minimal TR is determined by the ability of
the scanner to achieve proper spoiling of the SPGR signal. The
MoS currently requires 3D data acquired without the slab select
gradient for accuracy. This will result in scan times in the order of
minutes per data point which precludes breath-holding
techniques as well as dynamic studies. Full brain coverage at
0.8mm� 0.8mm� 1mm resolution was possible in <18min
scan time (dependent only on head size) but could possibly be
improved by the use of shorter TR values (using a fast SPGR
sequence). Investigation into a 2D MoS is also currently
underway.
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APPENDIX
A two-point (2 pt) straight line extrapolation to signal null yields

an estimate of the flip angle for signal null:a2ptnull. An expression for

a2ptnull can be written as a function of the sampled signal intensity,
SI, at each of two flip angles, a1 and a2 (Fig. 3): SI1 = SI(a1) and
SI2 = SI(a2) as follows:

a2ptnull ¼ � SI1
m

þ a1 (A1)

where m is the slope defined by the two data points: SI1 and SI2,
given by:

m ¼ � SI1 � SI2ð Þ
a2 � a1ð Þ (A2)

Using Equation [A2] in Equation [A1] gives:

a2ptnull ¼
a2SI1 � a1SI2
SI1 � SI2

(A3)

Writing a1 = f�a2, where f is a fraction <1 by definition
(since a1< a2), Equation [A3] can be rewritten:

a2ptnull

a2
¼ SI1 � f �SI2

SI1 � SI2
(A4)

Using Equation [1] to write SIi as a function of: E1,S0 and ai true
where ai true = Ca� ai, Equation [A4] becomes:

a2ptnull

a2
¼ A Ca�f �a2ð Þ�B Ca�a2ð Þ � f �A Ca�a2ð Þ�B Ca�f �a2ð Þ

A Ca�f �a2ð Þ�B Ca�a2ð Þ � A Ca�a2ð Þ�B Ca�f �a2ð Þ (A5)

where A and B are defined for an arbitrary angle, f, as:
A(f) = sin(f) and B(f)=(1-E1cos(f)) to simplify the notation.

Noting that Ca= 180�/anull, Equation [A5] describes the relation-

ship between the estimated, a2ptnull , and true, anull, it can be used

to determine a plot of anull/a2 vs a2ptnull=a2 . If a2 is chosen to be
equal to the smallest expected anull value, relevant values of
anull/a2 will be from 1 to 1.5. Using these values in Equation [A5]

to compute a2ptnull=a2 for several values of f and relevant values of

E1 yields the curves shown in Fig. A1. The value of f is color-
coded while the various values of E1 (corresponding to a five-fold
variation in TR/T1 i.e. from 1/10 to 1/50) are shown by the small
spread of alike-colored lines. The curves demonstrate that, as

a2ptnull moves away from a2, anull is gradually more underestimated
(as demonstrated in Fig. 3 as well). This relationship follows a
smooth curve that is not very dependent on the exact value of
E1 (small spread of like-colored lines). Determination of such a

curve a priori could be used to predict anull givena
2pt
null and the fact

that all other factors are known scanning parameters: a2, f= a1/a2
and an estimate of E1 (determined by the choice of TR and an
average of expected T1 values).

Figure A1. Plot of anull/a2 vs a2ptnull / a2 for various values of f= .75–.999
(color-coded) and E1 (spread of like-colored lines) for TR/ T1 =1/50–1/5.
Some curves with TR/ T1 <1/25 have been omitted for clarity as the
curves overlap slightly between the different colors for the smaller
TR/ T1 values, in particular for the smaller f values. Note that f= a1/ a2 is
determined by the choice of sampling flip angles so the only approxi-
mated value required to generate the curve is E1. As shown, a five-fold
change in TR/ T1 does not cause a significant change in any of the curves
(moreover, a 10-fold change in TR/ T1 does not cause a significant change
in the curves for higher f values> .85).
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